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Abstract— Practical synchronization of the heterogeneous
multi-agent system is studied in this paper. In particular,
we propose an adaptive law to adjust the coupling gains to
achieve practical synchronization in a fully distributed manner
without the need of any global information such as the total
number of agents in the network or the algebraic connectivity
of the communication topology. In addition, a distributed
protocol is proposed such that the performance of practical
synchronization becomes independent of any global information
as well as the addition of new agent.

I. INTRODUCTION

In this paper, we study synchronization of the multi-agent
system with N agents given by

ẋi = fi(t, xi) + ui, i ∈ N (1)

where N := {1, . . . , N} and xi, ui ∈ Rn are states and
input, respectively. The vector field fi(t, xi) : R≥0 × Rn →
Rn represents the nonlinear dynamics of each agent. We
suppose that individual agent is interconnected via diffusive-
type coupling given as

ui = ki(t)
∑
j∈Ni

(xj − xi), ∀i ∈ N (2)

where ki(t) ∈ R is the (time-varying) coupling gain and Ni
is the set of neighbors of node i for a connected, undirected
graph. For the system (1)-(2), practical synchronization of
the agents will be studied which is defined as below.

Definition 1: The system (1)-(2) achieves practical syn-
chronization if, for given ε > 0,

lim sup
t→∞

|xi(t)− xj(t)| ≤ ε, ∀i, j ∈ N .

Moreover, we say that the system achieves asymptotic syn-
chronization if the above inequality holds with ε = 0.

Many studies have been done for practical synchronization
for the system of the form (1) with static and identical
coupling gain, i.e., ki(t) = k. For example, it has been
shown that the system achieves practical synchronization
with sufficiently high coupling gain for a class of system
satisfying QUAD property in [1], Lipschitz-type bound in
[2], and the ultimate boundedness of the interconnected
system in [3].
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However, for the works mentioned above, the ultimate
bound of the synchronization error (i.e., ε in Definition 1)
depends on the coupling gain k as well as global information
of the overall system such as the total number of agents in
the network N , algebraic connectivity of the communication
topology, or the vector fields of agents. Therefore, such
global information must be known beforehand in order to
design an appropriate coupling gain achieving the desired
performance. To tackle this problem, adaptive laws have
been studied to increase the coupling gains. For example,
an edge-based adaptive strategy was proposed in [5], [6] and
a node-based adaptive law was designed in [7], [8] to achieve
fully distributed control without the need of any global
information. However, these works focused on asymptotic
synchronization of homogeneous multi-agent system.

In this paper, we propose an adaptive law to adjust
gains based on local information to achieve practical syn-
chronization of heterogeneous agents. An advantage of the
proposed solution works such as [1] and [3] is that it can be
implemented and designed in a fully distributed manner. In
addition, it has been reported that the ultimate bound of the
practical synchronization depends on global information and
may increase with larger N [2], [4]. In particular, [2] showed
that the coupling gain k should be increased with larger N to
maintain the ultimate bound of the practical synchronization.
Therefore, a distributed protocol will be proposed such that
the performance of practical synchronization is guaranteed
regardless of any global information including the total
number of agents in the network.

This paper is organized as follows. In Section II, we
present the adaptive law to adjust the couplings gains and
propose a distributed protocol to guarantee the global per-
formance. In Section III, the proposed solution is applied to
solve an optimization problem in a fully distributed manner
with simulation result shown in Section IV. Finally, we
conclude in Section V.

Notations: For a vector x and a set Ξ, |x| denotes the
Euclidean norm. In particular, |x|2 denotes the Euclidean 2-
norm and |x|∞ denotes the maximum norm. Also, |x|Ξ :=
infz∈Ξ |x − z| and |Ξ| denotes the cardinality of the set.
An undirected graph is defined as G = (N , E) where
N := {1, . . . , N} is the node set and E ⊆ N × N is
the edge set. The adjacency matrix A = [αij ] ∈ RN×N
is defined such that αij = 1 if (j, i) ∈ E and αij = 0
otherwise. The Laplacian matrix L = [lij ] ∈ RN×N is
defined as lii :=

∑
j 6=i αij and lij := −αij for all i 6= j.

The incidence matrix B = [bij ] ∈ RN×E with E := |E|
is defined such that big := −αij and bjg := αij for the



gth edge (i, j). By construction, we have BBT = L [8].
Denote 0 = µ1 ≤ . . . ≤ µN as the eigenvalues of the
Laplacian matrix L for an undirected, connected graph G. A
path connecting nodes i and j with length dij is defined as a
sequence of distinct nodes Pij := {m1,m2, . . . ,mdij+1}
where m1 = i, mdij+1 = j and (mq,mq+1) ∈ E for
all q = 1, . . . , dij . The neighbors of node i is defined as
Ni := {j|(j, i) ∈ E}. We denote 1N = [1, . . . , 1]T ∈ RN
and R≥0 as the set of non-negative numbers. For matrices
P1, . . . , PN , diag(P1, . . . , PN ) denotes the block diagonal
matrix with Pi’s in its diagonal.

II. MAIN RESULT

A. Practical synchronization with adaptive law

To achieve practical synchronization in fully distributed
manner, we propose the following adaptive law for adjusting
the gains:

k̇i =
∑
j∈Ni

σi(e
T
ijeij) +

∑
j∈Ni

(kj − ki), ki(0) > 0 (3)

where eij := xi − xj ∈ Rn is the (local) synchronization
error. The deadzone function σi(·) : R≥0 → R≥0 is defined
as

σi(x) =

{
x− γi, if x > γi,

0, if x ≤ γi
where γi > 0 is the threshold of deadzone function σi.

Remark 1: The adaptive law shown in (3) consists of
two terms. The first term of (3) (i.e.,

∑
j∈Ni

σi(e
T
ijeij)) uses

synchronization error to increase gains which coincides with
methods proposed in [5]–[8]. However, (3) uses an additional
deadzone function, and assigns gain to each agent while
using error based on edges (i.e., eij) instead of error based on
nodes (i.e.,

∑
j∈Ni

(xj − xi)). This particular structure will
play an important role in deriving the results of next section.
The second term (i.e.,

∑
j∈Ni

(kj−ki)) tends to synchronize
the coupling gains. Finally, note that the adaptive law (3)
can be designed and deployed in a fully distributed manner
without the need of any global information.

The following assumption is made for the dynamics of
each agent.

Assumption 1: The function fi is continuous in each
argument and bounded for all i ∈ N , i.e., there exists Mi > 0
such that

|fi(t, xi)| ≤Mi, ∀t ∈ R≥0, ∀xi ∈ Rn.
Then, following result about the synchronization of agents
and gains can be obtained.

Theorem 1: Suppose that Assumption 1 holds. Then, the
solution of the system (1)-(3) satisfies

lim sup
t→∞

eTij(t)eij(t) ≤ γi, ∀j ∈ Ni, (4)

for all i ∈ N . Moreover, there exists a constant k∗ > 0 such
that limt→∞ ki(t) = k∗ for all i ∈ N .

Proof: The proof is shown in Appendix.
Result of Theorem 1 can be regarded as achieving practical

synchronization in a local sense. Specifically, the proposed

adaptive law only guarantees that an agent is close with its
immediate neighbors, not with every agent in the network.
However, recall that practical synchronization in Definition
1 was defined in a global sense, i.e., lim supt→∞ |xi(t) −
xj(t)| ≤ ε must hold for any two agents i, j in the network.
Therefore, we will denote ε as global performance index
and γi as local performance index. In fact, local performance
indices shown in (4) can be used to find a global performance
index as shown in the following corollary.

Corollary 1: Suppose that (4) holds. Then, the system
(1)-(3) achieves practical synchronization. In particular,

lim sup
t→∞

|xi(t)− xj(t)|2 ≤ (N − 1) ·
√
γ̄, ∀i, j ∈ N (5)

holds where γ̄ := maxi∈N γi.
Proof: For any two nodes i and j with a path Pij , it

follows from (4) that

lim sup
t→∞

|xi(t)− xj(t)|2 ≤
dij∑
q=1

lim sup
t→∞

|emqmq+1(t)|2

≤
dij∑
q=1

min(
√
γmq

,
√
γmq+1

) (6)

≤ (N − 1)
√
γ̄.

This completes the proof.

B. Distributed protocol for guaranteed global performance

It can be seen from Corollary 1 that the global performance
index, (N − 1)

√
γ̄ of (5), increases as the number of agents

in the network N increases. In fact, similar dependence was
shown in other studies such as [2] and [4]. However, this
implies that the global performance index may degrade as
new agent joins the network. Therefore, in general, the global
performance index depends on the number of agents.

To prevent the degradation of the performance, consider a
multi-agent system with a desired global performance index
of ε. In order to guarantee that the desired global performance
index ε remains valid regardless of the addition of agents, it
is observed from (6) that lowering the threshold of deadzone
functions γi may remedy the degradation of the global
performance index. Inspired by this, we propose a protocol
to reduce γi in a distributed manner to construct a network
with guaranteed global performance index as follows.

Before introducing the protocol, let γ[N ]
i to denote the

threshold of deadzone function σi with N agents in the
network. Note this is used purely for the notation, and that
agents do not need to know N to execute the protocol.

Suppose that the network consists of a single agent.
Then let γ[1]

1 = (2ε)2, where ε > 0 is the desired global
performance index. Now assume that a new agent is joining
the network consisting of N − 1 agents. Let us denote this
agent as agent N . Then, agents in the network execute the
following protocol.
Threshold Update Protocol (TUP):

1) Agent N joins the network. Let its neighbors NN .
2) For all i ∈ NN , let γ̂[N ]

i := minj∈Ni∪{i},j 6=N (γ
[N−1]
j ).



3) Agent N receives the value of γ̂[N ]
i for all i ∈ NN .

4) Agent N computes γ∗ := mini∈NN
γ̂

[N ]
i and set

γ
[N ]
N = (

√
γ∗/2)2.

5) Agent N sends γ∗ to its neighbors NN .

6) For all i ∈ NN , let γ[N ]
i = (

√
γ̂

[N ]
i −

√
γ∗/2)2.

Finally, let γ[N ]
i = γ

[N−1]
i for all i ∈ {1, . . . , N − 1}\NN .

Theorem 2: For any given ε > 0, the system (1)-(3)
following the TUP achieves practical synchronization with
global performance index ε. In particular, it holds that

lim sup
t→∞

|xi(t)− xj(t)|2 ≤ ε, ∀i, j ∈ N . (7)

Proof: We proceed by induction on the number of
agents in the network. If there is a single agent, set γ[1]

1 =
(2ε)2. Next, if there are two agents, it can be checked that
γ

[2]
1 = γ

[2]
2 = ε2 after executing the TUP. Therefore, we

obtain lim sup
t→∞

|x1(t)− x2(t)|2 ≤ ε by Theorem 1.

Next, suppose there are N −1 agents with N −1 ≥ 2 and
assume that for all i, j ∈ {1, . . . , N − 1},

dij∑
q=1

min

(√
γ

[N−1]
mq ,

√
γ

[N−1]
mq+1

)
≤ ε (8)

holds for any path Pij . Then, consider a new agent joining
the network while following the TUP. We will show that

dij∑
q=1

min

(√
γ

[N ]
mq ,

√
γ

[N ]
mq+1

)
≤ ε (9)

holds for all i, j ∈ N and for all path Pij .
Due to (8) and TUP, it is obvious that (9) holds for all

i, j ∈ {1, . . . , N − 1} and for any path Pij . Meanwhile, for
all k ∈ NN and j = N , we have

min

(√
γ

[N ]
k ,

√
γ

[N ]
N

)
≤
√
γ

[N ]
N =

√
γ∗

2
≤ ε. (10)

Finally, for any path Pij with i ∈ {1, . . . , N − 1}\NN , j =
N , and for any k ∈ NN , we obtain

dij∑
q=1

min

(√
γ

[N ]
q ,

√
γ

[N ]
q+1

)

≤
dij−1∑
q=1

min

(√
γ

[N ]
mq ,

√
γ

[N ]
mq+1

)
+

√
γ

[N ]
N

≤ (ε−
√
γ∗

2
) +

√
γ∗

2
= ε (11)

where we have used

min

(√
γ

[N ]
mdij−1 ,

√
γ

[N ]
k

)
≤
√
γ

[N ]
k = γ̂

[N ]
k −

√
γ∗

2
,

(8) for Pik, and (10) to obtain (11). Therefore, (9) holds for
all i, j ∈ N . Thus, for any i, j ∈ N , it holds that

lim sup
t→∞

|xi(t)− xj(t)|2 ≤
dij∑
q=1

min

(√
γ

[N ]
mq ,

√
γ

[N ]
mq+1

)
≤ ε.

This completes the proof.

The TUP can be executed in a fully distributed manner.
For instance, agents do not require any global information
such as the total number of agents in the network, or the
algebraic connectivity of the communication graph. Only the
local communication between an agent and its neighbors is
used to update the threshold γi. Nevertheless, the TUP with
adaptive law (3) can guarantee that the global performance
index is independent of any global information.

III. APPLICATION: ECONOMIC DISPATCH PROBLEM

In this section, we provide an example where the proposed
dynamics can be applied. Consider the economic dispatch
problem (EDP) [9] which is formulated as

min
xi

N∑
i=1

fi(xi) (12a)

s.t.

N∑
i=1

xi =

N∑
i

pdi , (12b)

xi ≤ xi ≤ x̄i, ∀i ∈ N (12c)

where xi ∈ R is power generation of node i, fi(xi) = aix
2
i +

bixi+ci is the local cost function, pdi ∈ R is power demand at
node i and xi ∈ R and x̄i ∈ R are minimum and maximum
generation capacity of each node. Objective of the EDP (12)
is to find the optimal power generation of each node while
meeting the power demand and generation constraint. We
assume fi, pdi , xi and x̄i are only available to node i, ai > 0,
and that the problem (12) is feasible.

Define x := [x1, . . . , xN ]T and let λ ∈ R be the Lagrange
multiplier associated with (12b). Then the corresponding
Lagrangian is L(x, λ) :=

∑N
i=1(fi(xi) + λ(xi − pdi )) :=∑N

i=1 Li(xi, λ) where the domain of L(x, λ) is D :=
{(x, λ) | xi ∈ [xi, x̄i], λ ∈ R}. The optimization problem
(12) can be reformulated into its dual form [10] as

max
λ

N∑
i=1

Ji(λ) (13)

where Ji(λ) := infxi≤x≤x̄i Li(xi, λ). In particular,

Ji(λ) =


fi(x̄i) + λ(x̄i − pdi ), λ ≤ hi(x̄i),
(λ+bi)

2

−4ai
+ ci − λpdi , hi(x̄i) < λ < hi(xi),

fi(xi) + λ(xi − pdi ), λ ≥ hi(xi)
where hi(x) := −2aix − bi. (The proof is similar to [11].)
Finally, given any optimal solution λ∗ to the dual problem
(13), we can obtain the unique optimal solution x∗i to (12)
via x∗i = arg minxi≤xi≤x̄i

Li(x, λ∗) which can be written as
x∗i = min{max{h−1

i (λ∗), xi}, x̄i} where h−1
i is the inverse

function of hi [10], [12]. Therefore, it is sufficient to solve
(13) to obtain the optimal power generation.

In order to solve (13) in a distributed manner, we propose
the following algorithm

λ̇i =
dJi
dλ

(λi) + ki(t)
∑
j∈Ni

(λj − λi), (14a)

k̇i =
∑
j∈Ni

σi
(
(eij)

2
)

+
∑
j∈Ni

(kj − ki), ∀i ∈ N , (14b)



Bus pdi ai bi x̄i Bus pdi ai bi x̄i

1 2.17 0.5 0.2 8 8 0 2 0.5 8
2 0 1 0.3 9 9 2.95 0 0 0
3 9.42 1.5 0.4 7 10 0.9 0 0 0
4 4.78 0 0 0 11 0.35 0 0 0
5 0.76 0 0 0 12 0.61 0 0 0
6 1.12 2 0.4 7 13 1.35 0 0 0
7 0 0 0 0 14 1.49 0 0 0

TABLE I: Table shows the parameter used for the simulation.

which has the structure studied in this paper. It can be
checked that the system (14) satisfies all assumptions made
in previous sections. In particular, |dJi/dλ| ≤ max(|x̄i −
pdi |, |xi − pdi |). Hence, the solution of (14) practically con-
verges to the optimal solutions of (13), which is stated below.

Theorem 3: Let Ξ∗ be the set of optimal solutions of
(13). Suppose that the TUP is used with global performance
index ε > 0. Then, the solution of (14) practically converges
to Ξ∗. In particular, it holds that

lim sup
t→∞

|λi(t)|Ξ∗ ≤ ε, ∀i ∈ N .
Proof: Proof is omitted due to space limitation.

IV. SIMULATION

The EDP (12) has been solved using the proposed solution
(14) for the IEEE 14 bus system [13] with parameters shown
in Table I while ci = 0 and xi = 0 were used for all
i ∈ N . Each bus was regarded as a node and it was assumed
that two nodes connected by a branch can communicate
with each other. We suppose that node 1 through 14 joins
the network sequentially in every 50 seconds following the
communication network given by [13]. Initial conditions
were chosen such that ki(0) = 50, λi(0) ∈ [−200, 200] and
ε = 0.1 was used. Simulation result is shown in Fig. 1 where
peaks in every 50 seconds correspond to the addition of a
new node. In Fig. 1(a), it is observed that λi(t) (practically)
converges to the optimal solution which is plotted with red
dotted line. In Fig. 1(b), it is observed that coupling gains
converges to a common, finite value. Moreover, Fig. 1(c)
shows that the synchronization error is robust to addition of
new agent and stays less than ε once converged.

V. CONCLUSION

A fully distributed algorithm using adaptive law has been
presented to achieve practical synchronization of heteroge-
neous agents with bounded vector fields. The proposed adap-
tive law adjust the coupling gains based on local information
and can be designed and implemented in a fully distributed
manner. Moreover, a distributed protocol is proposed to
construct a network with guaranteed global performance
index regardless of any global information. The proposed
solution was applied to the EDP to obtain the optimal power
generation in a fully distributed fashion.

APPENDIX

A. Technical Lemmas

Let us define x := [xT1 , . . . , x
T
N ]T ∈ RnN and k :=

[k1, . . . , kN ]T ∈ RN . Then, the system (1)-(3) can be written
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Fig. 1: Graphs show the trajectories of (a) states, (b) coupling
gains and (c) synchronization error, i.e., maxi,j∈N |eij(t)|.

as

ẋ = F (t, x)− (K(t)⊗ In)(L⊗ In)x, (15a)

k̇ = G(e)− Lk, (15b)

where e := (BT ⊗ In)x ∈ REn, F (t, x) :=
[f1(t, x1)T , . . . , fN (t, xN )T ]T ∈ RnN and G(e) :=
[
∑
j∈N1

σ(eT1je1j), . . . ,
∑
j∈NN

σ(eTNjeNj)]
T ∈ RN . Also

let K(t) := diag(k1(t), . . . , kN (t)) ∈ RN×N .
We apply the following transformation,[

ξ̄

ξ̃

]
= (W ⊗ In)x,

[
ζ̄

ζ̃

]
= Wk (16)

to (15), where W ∈ RN×N is an invertible matrix given by

W =

[
1
N 1TN
RT

]
, W−1 =

[
1N Q

]
,

such that WLW−1 = diag(0,Λ) where Λ :=
diag(µ2, . . . , µN ) ∈ R(N−1)×(N−1) [2]. Moreover, R,Q ∈
RN×(N−1) are matrices satisfying RTR = (1/N)IN−1,
QTQ = NIN−1, RT 1N = 0, QT 1N = 0 and RTQ = IN−1.
Then, (15) is transformed into

˙̄ξ =
1

N
(1TN ⊗ In)[F (t, x)− (K(t)LQ⊗ In)ξ̃], (17a)

˙̃
ξ = (RT ⊗ In)F (t, x)− (RTK(t)LQ⊗ In)ξ̃, (17b)

˙̄ζ =
1

N
1TNG(e), (17c)

˙̃
ζ = RTG(e)− Λζ̃. (17d)

Lemma 1: ξ̃ and e are equivalent in terms of their norms.
In particular,

α1|ξ̃|∞ ≤ |e|∞ ≤ α2|ξ̃|∞ (18)

holds where α1 :=
√
Nµ2/En and α2 := |BT |∞ · |Q|∞.

Proof: By the definition of e, we have

|e|∞ = |(BT ⊗ In)x|∞ = |(BT ⊗ In)(Q⊗ In)ξ̃|∞
≤ |BT |∞|Q|∞|ξ̃|∞ (19)



which concludes that the second inequality of (18) holds.
On the other hand, note that |(BT ⊗ In)x|22 = |e|22 holds.
Moreover, using BBT = L, we obtain

xT (BBT ⊗ In)x = ξ̃T (QTLQ⊗ In)ξ̃ = ξ̃T (QTQΛ⊗ I)ξ̃

= Nξ̃T (Λ⊗ In)ξ̃ ≥ Nµ2|ξ̃|22 ≥ Nµ2|ξ̃|2∞.

Therefore, using the equivalence of norms, it holds that
Nµ2|ξ̃|2∞ ≤ |e|22 ≤ En|e|2∞. This concludes that the first
inequality of (18) holds.

Lemma 2: The coupling gains ki(t) of the system (1)-(3)
is bounded from below. In particular,

ki(t) ≥ kmin(t) ≥ k > 0, ∀t ≥ 0,∀i ∈ N (20)

where kmin(t) := mini∈N ki(t) and k := kmin(0). More-
over, kmin(t) is non-decreasing.

Proof: The first and third inequality of (20) follows
directly from the definition. For the second inequality of (20),
consider the following scalar differential equation,

ż = 0, z(0) = k.

Since ki(t) is continuous for all i ∈ N , we have

D+kmin(t)1 ≥ min
i∈I(t)

{ ∑
j∈Ni

σi(e
T
ijeij) +

∑
j∈Ni

(kj − ki)
}

≥ 0, ∀t ≥ 0

where I(t) := {i ∈ N|ki(t) = kmin(t)} for all t ≥ 0. Thus,
we conclude kmin(t) is non-decreasing. Also, we obtain
kmin(t) ≥ z(t) = k from the comparison principle [14].

Lemma 3: The following statements hold for the system
(1)-(3).

1) ξ̃(t) and e(t) are bounded.
2) ζ̃(t) is bounded.

Proof: In order to show the boundedness of ξ̃(t), let
V (ξ̃) = 1

2 ξ̃
T (U ⊗ In)ξ̃, where U := NRTLQ. From the

properties of the transformation matrix W , it can be shown
that U = UT > 0 and RU = LQ. Then, the time derivative
of V becomes

V̇ = ξ̃T (U ⊗ I)
[
(RT ⊗ I)F (t, x)− (RTK(t)LQ⊗ I)ξ̃

]
≤ |U ||R||F (t, x)||ξ̃|2 − ξ̃T (QTLTK(t)LQ⊗ In)ξ̃

≤ (µNN)(
1√
N

)M |ξ̃|2 − kmin(t)Nµ2
2|ξ̃|22

where M > 0 is a constant such that |F (t, x)| < M whose
existence is assured by Assumption 1. This concludes that
ξ̃(t) is (ultimately) bounded since kmin(t) is non-decreasing
by Lemma 2. In particular, for any fixed time t∗ > 0, there
exists T ′ > 0 such that ξ̃(t) satisfies

|ξ̃(t)|2 ≤
2µ2

NM

kmin(t∗)
√
Nµ3

2

, ∀t ≥ T ′. (21)

1D+v(t), the Dini’s derivative of v(t), is defined as
lim inf
h→0+

v(t+h)−v(t)
h

.

Consequently, the boundedness of e(t) follows directly from
Lemma 1.

For the boundedness of ζ̃, let V (ζ̃) = 1
2 ζ̃
T ζ̃. Then,

V̇ = ζ̃T
˙̃
ζ = ζ̃T

[
RTG(e)− Λζ̃

]
≤ |ζ̃||RT ||G(e)| − µ2|ζ̃|2

≤ c1√
N
|ζ̃| − µ2|ζ̃|2

where c1 > 0 is a constant such that |G(e)| ≤ c1, which
exists since e is bounded and G(e) is continuous. Therefore,
this concludes that ζ̃(t) is bounded.

Lemma 4: The following statements hold for the system
(1)-(3).

1) ki(t) is bounded for all i ∈ N .
2) ζ̄(t) is bounded.
3) kmin(t) is bounded.

Proof: Suppose that ki(t) is bounded for all i ∈ N .
Then, it is easy to see that ζ̄(t) = (1/N)

∑
ki(t) is bounded.

Moreover, the boundedness of kmin(t) also follows from
(20). Therefore, it is sufficient to show the boundedness of
the coupling gains ki(t).

To use proof by contradiction, suppose there exists an
index i ∈ N such that ki(t) is not bounded. Then, for
all B1 > 0, there exists T1 > 0 such that |ki(T1)| > B1.
However, recalling that k = 1N ζ̄+Qζ̃ holds from the inverse
transformation W−1, we obtain

|ki(t)| = |ζ̄(t) + (Qζ̃(t))i| ≤ |ζ̄(t)|+ |Qζ̃(t)|, ∀t ≥ 0

where (Qζ̃(t))i denotes the ith component of the vector
Qζ̃(t). This leads to

B1 − |Qζ̃(T1)| ≤ |ζ̄(T1)|.

Thus, ζ̄(t) is unbounded since B1 can be arbitrarily large and
ζ̃(t) is bounded by Lemma 3. In turn, ki(t) is unbounded
for all i ∈ N since k = 1N ζ̄ +Qζ̃.

Hereafter, we show kmin(t) is also unbounded. Suppose
that kmin(t) is bounded, i.e., there exists B2 > 0 such that
|kmin(t)| < B2 for all t ≥ 0. Since ζ̄ is unbounded, there
exists T2 such that ζ̄(T2) > B2+c2, where c2 > 0 is constant
satisfying |(Qζ̃)| ≤ c2. Since kmin(t) is bounded, there exists
at least one index l ∈ N such that |kl(T2)| < B2. However,

|kl(T2)| = |ζ̄(T2)− (−Qζ̃(T2))l|

≥
∣∣∣|ζ̄(T2)| − |(−Qζ̃(T2))l|

∣∣∣ ≥ ζ̄(T2)− c2 > B2

which leads to contradiction since l was chosen such that
|kl(T2)| < B2 holds. Therefore, kmin(t) is unbounded.

Since kmin(t) is unbounded and non-decreasing, for any
B3 > 0, there exists T3 > 0 such that kmin(t) > B3 for all
t ≥ T3. Thus, there exists T4 > T3 such that ξ̃(t) satisfies

|ξ̃(t)|2 ≤
2µ2

NM

B3

√
Nµ3

2

, ∀t ≥ T4

by (21). Hence, it follows from Lemma 1 that B3 can be
chosen sufficiently large such that

eTij(t)eij(t) < min(γi, γj), ∀(i, j) ∈ E , ∀t ≥ T4 (22)



is satisfied. If (22) is satisfied, σi(eTijeij) = 0 for all (i, j) ∈
E and for all t ≥ T4. Thus, for all t ≥ T4, (3) reduces to
k̇ = −Lk which is exactly the classical average consensus
[15] where its solutions converge to the average of initial
conditions. In particular, limt→∞ ki(t) = (1/N)

∑
ki(T4)

which implies that the coupling gains are bounded. This leads
to contradiction since we assumed there exists at least one
coupling gain which is unbounded. Thus, we conclude that
coupling gains ki(t) are bounded.

The next lemma shows that ė(t) is also bounded by using
the boundedness of ki(t).

Lemma 5: ė(t) of the system (1)-(3) is bounded.
Proof: From the definition of e(t), its derivative can be

written as

|ė| = |(BT ⊗ In)ẋ| = |(BT ⊗ I)(F (t, x)− (K(t)L⊗ I)x)|
≤ |BT ||F (t, x)|+ |BT ||K(t)||Q||ξ̃| ≤ c3

where the existence of c3 > 0 follows from the fact that
F (t, x), K(t) and ξ̃(t) are all bounded.

B. Proof of Theorem 1

Now we provide the proof of Theorem 1. First, we show
that (4) holds by contradiction. Suppose that there exist an
edge (i, j) ∈ E such that

lim sup
t→∞

eTij(t)eij(t) > γi. (23)

From the definition of limit superior, (23) implies there exists
δ > 0 such that for all T > 0, there exists t∗ ≥ T satisfying

eij(t
∗)T eij(t

∗) ≥ γi + δ.

Also note that there exists some constant c > 0 such that∣∣∣∣ ddt (eTijeij)
∣∣∣∣ =

∣∣ėTijeij + eTij ėij
∣∣ ≤ c, ∀t ≥ 0

by Lemmas 3 and 5. Now, we claim that

lim
t→∞

∫ t

0

σi(e
T
ij(τ)eij(τ))dτ = +∞. (24)

To prove the claim, first let {tk}k=1,...,∞ be the sequence of
time such that tk+1−tk ≥ 2δ/c and eij(tk)T eij(tk) ≥ γi+δ.
Then, according to the definition of the deadzone function,

σi
(
eTij(tk)eij(tk)

)
≥ (γi + δ)− γi = δ.

Therefore, from the continuity of eij(t) and the boundedness
of the derivative of eTij(t)eij(t), we have

lim
t→∞

∫ t

0

σi(e
T
ij(τ)eij(τ))dτ ≥

∞∑
k=1

δ2

c
. (25)

Since the right-hand side of (25) diverges, the claim is
proved.

Meanwhile, it can be seen from (17c) that

ζ̄(t) =
1

N

N∑
i=1

∑
j∈Ni

∫ t

0

σi(e
T
ij(τ)eij(τ))dτ + ζ̄(0). (26)

However, (24) with (26) implies that ζ̄(t) diverges, which
contradicts with Lemma 4. This completes the proof of (4).

In order to prove the convergence of coupling gains ki(t),
it suffice to show that ζ̄(t) converges to a finite value and
ζ̃(t) converges to 0 since k(t) = 1N ζ̄(t) +Qζ̃(t). It is easy
to see that ˙̄ζ(t) ≥ 0 holds from (17c). Since ζ̄(t) is already
shown to be bounded in Lemma 4, ζ̄(t) is non-decreasing
and bounded. Thus, it converges to a finite value.

Since lim supt→∞ eTij(t)eij(t) ≤ γi for all (i, j) ∈ E
by (4), it follows that lim

t→∞
σi(e

T
ij(t)eij(t)) = 0 holds for

all (i, j) ∈ E because σi(e
T
ij(t)eij(t)) ≥ 0. Consequently,

this implies that lim
t→∞

RTG(e(t)) = 0. Thus, it follows from

(17d) that lim
t→∞

ζ̃(t) = 0 holds since −Λ is a Hurwitz matrix.
Therefore, coupling gains ki(t) converge to a finite value.
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